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Abstract

The reactor pressure vessel (RPV) steels used in current nuclear power plants embrittle as a consequence of the

continuous irradiation with neutrons. Among other radiation effects, the experimentally observed formation of cop-

per-rich defects is accepted to be one of the main causes of embrittlement. Therefore, an accurate description of the

nucleation and growth under irradiation of these and other defects is fundamental for the prediction of the mechan-

ical degradation that these materials undergo during operation, with a view to guarantee a safer plant life manage-

ment. In this work we describe in detail the object kinetic Monte Carlo (OKMC) method that we developed, showing

that it is well suited to investigate the evolution of radiation damage in simple Fe alloys (Fe, Fe–Cu) under irradiation

conditions (temperature, dose and dose-rate) typical of experiments with different impinging particles and also oper-

ating conditions. The still open issue concerning the method is the determination of the mechanisms and parameters

that should be introduced in the model in order to correctly reproduce the experimentally observed trends. The state-

of-the-art, based on the input from atomistic simulation techniques, such as ab initio calculations, molecular dynamics

(MD) and atomic kinetic Monte Carlo, is critically revised in detail and a sensitivity study on the effects of the choice

of the reaction radii and the description of defect mobility is conducted. A few preliminary, but promising, results of

favorable comparison with experimental observations are shown and possible further refinements of the model are

briefly discussed.

� 2004 Elsevier B.V. All rights reserved.
1. Introduction

Low alloy ferritic steels are structural materials for

the pressure vessels of light water reactors and are long
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known to undergo severe embrittlement under neutron

irradiation during operation [1–5]. The microscopic

mechanisms responsible for this effect are nowadays

qualitatively fairly well understood in terms of matrix

damage accumulation, radiation-enhanced copper pre-

cipitation and, to a lesser extent, grain boundary segre-

gation [2,3]. However, these nanofeatures are mostly

below the resolution of the electron microscope and only

the combination of advanced experimental techniques

has recently enabled to better characterise their nature
ed.
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[3], while a number of significant uncertainties remain.

Copper-rich precipitates are known to appear in the

form of a relatively high density of ultrafine (<2 nm)

particles, whose composition (Ni, Mn and particularly

Fe content) and morphology (clouds or full precipitates)

is still being debated [4–6]. The matrix damage compo-

nent is generally interpreted as a collection of point de-

fect clusters, such as self-interstitial atom (SIA) loops

and nanovoids, although their exact nature, in combina-

tion and interaction with solute atoms, remains elusive

[3]. The kinetics of nucleation and growth of all these

features, as well as their stability, which are the basic

ingredients for the elaboration of physically-grounded

predictive models for hardening and embrittlement, are

far from being well known. However, the difficulty of

exploring experimentally the involved nanoscales can

be nowadays relieved with the more and more wide-

spread use of adequate numerical simulation tools.

It is now clearly established that neutron interaction

with matter leads to the formation of displacement cas-

cades, thereby producing the so-called primary damage:

small regions containing a core of vacancies, either iso-

lated or grouped in small clusters, surrounded by SIA,

themselves either isolated or in clusters [7–9]. The forma-

tion of these primary defects in displacement cascades is

too fast, and their size generally too small, to be ob-

served experimentally, but molecular dynamics (MD)

simulations have proven to be a powerful tool to study

displacement cascades, as well as the morphology of

the produced defects, their mutual interaction and, to

some extent, also their evolution [9–20]. However, be-

cause of the short timespan covered by MD simulations

(10–15 ps for volumes large enough to contain a dis-

placement cascade, i.e. of the order of tens of nanome-

ters), other computational tools must be used to

extend the study up to the formation of experimentally

resolvable damage features.

This paper presents the kinetic Monte Carlo (KMC)

approach we use to study the long term evolution of

vacancies and SIA left by the accumulation of displace-

ment cascades in Fe and Fe–Cu [19,20], as model sys-

tems for RPV steels, including the interaction of point

defects with solute atoms (Cu), traps and sinks. The pur-

pose of the paper is to discuss critically and in detail

assumptions that have been widely used in the recent

past by different authors, in order to identify a KMC

parameter set capable of reproducing radiation damage

evolution in Fe alloys, in an acceptable trade-off be-

tween reliability and computing time, within the simpli-

fied framework that corresponds to the state-of-the-art

[21–25]. This, as will be discussed, will be the basis for

further refinements of the model.

Two complementary kinetic Monte Carlo (KMC)

methods have been developed, both of them part of

the LAKIMOCA package [26,27]. The first one, referred

to as Atomistic KMC (AKMC), reproduces in detail the
diffusion of vacancies and solute atoms via first neigh-

bour jumps in an iron matrix, thereby leading to the for-

mation of voids and precipitates, but cannot describe

other defects, such as SIA and SIA clusters. This model

has been already described and applied in previous work

[26–28]. The second one, denoted as �object� KMC

(OKMC), can treat all point defects (vacancies and

SIA), point defect clusters (e.g. nanovoids and disloca-

tion loops) and mixed clusters containing also solute

atoms (copper-vacancy complexes) as �objects�, each of

them characterised by type, size, shape, position in the

simulation box and volume of interaction, as well as

by a series of possible actions (migration, emission)

and reactions with other objects (formation of larger

clusters, interaction with solute atoms and traps ran-

domly distributed in the simulation volume, annihilation

at sinks, etc.). The model can describe the fate of the ob-

jects included in it up to times on the order of the life-

time of a reactor vessel (30–40 years), both in simple

cases (evolution of a single cascade, or �cascade ageing�)
and reproducing electron, ion or neutron irradiation

conditions, at realistic dose rates (from 10�4 down to

10�11 dpa/s), up to significant doses (0.1–1 dpa), within

a reasonable amount of computing time (few days at the

most), in simulation volumes up to 106 nm3 (�100 nm

typical length). The actual performance of the code to

simulate different conditions, in terms of computing

time, is reported in Appendix A to this paper. To our

knowledge, similar OKMC approaches have been hith-

erto used extensively to study radiation damage in pure

elements [21–25], but hardly any attempt has been made

to treat alloys, except in a different KMC approach,

which treats reactions between defects in term of events

[29] and, very recently, by explicitly introducing the ef-

fects of He in Fe [30].

In Section 2 the main assumptions of our model are

explained and discussed in detail and three different

possible choices of parameters are proposed, based on

the input from atomistic simulations (ab initio calcula-

tions, MD and AKMC results), as well as from OKMC

and rate theory (RT) models available from the litera-

ture and, when available, experimental observations.

Section 3, where the results of the application of the

model are presented, is divided into two parts. In the

first one, the results of a parameter sensitivity study

on cascade ageing simulations are reported. The impor-

tance of the statistical treatment of the data for this

type of studies is stressed and the choice of parameters

such as point-defect migration energies and capture ra-

dii is discussed. In the second part the model is used to

reproduce irradiation experiments taken from the liter-

ature, performed with different impinging particles and

in different irradiation conditions. This application al-

lows us to propose a basic set of parameters that, with-

in the limits of the assumptions made in Section 2, is

capable of describing acceptably the behaviour of Fe
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and Fe–Cu alloys under irradiation. Finally, a brief dis-

cussion of limitations and possible improvements of the

current models is given.
2. Computational procedure

2.1. Main assumptions of the model

The objects treated in the OKMC model have defined

centre-of-mass positions in space, corresponding to bcc

lattice sites, and (when they are supposed to) they mi-

grate according to lattice distances, but no real atomic

lattice exists in the model. They can be point-defects

and point-defect clusters, interacting with solute atoms

to form mixed complexes, as well as with generic traps,

that can be broadly assumed to simulate the effect of

interstitial impurities but in fact include also other effects

(see Section 4).

At the moment, two possible shapes can be associ-

ated to point defect clusters: spherical (e.g. 3D nano-

voids) or 2D platelets (e.g. SIA loops). The choice of

the shape is a free parameter: in the case of Fe, for in-

stance, vacancy clusters and mixed solute-vacancy com-

plexes are always assumed to be spherical, while SIA

clusters above a certain size can be assumed to be loops.

In this work all clusters have been defined as spherical,

to follow the assumptions commonly used in OKMC

models [21–25]. In the discussion section possible

improvements to this rough assumption are addressed.
Table 1

Possible object reactions in the case of Fe–Cu alloys: S stands for solu

(or sinks)

Events Reactions for pure elements

SIA aggregation m I + m 0I! (m + m0)I

V aggregation mV + m0V! (m + m 0)V

SIA emission (m + 1)I! I + m I

V emission (m + 1)V! V + mV

Recombination

nIþ mV !
ðn� mÞI ðif n > mÞ
ðm� nÞV ðif m > nÞ
[ ðif m ¼ nÞ

8><
>:

SIA trapping m I + T M [m I + T]

V trapping mV + TM [mV + T]

Surface m I + FSM FS

Surface mV + FSM FS

The size of the objects is denoted by the integer numbers m, m 0, n, n
Time elapses according to a residence time algorithm

[31], as described below. During the simulation, internal

and external events can occur, whose probabilities of

occurrence are expressed in terms of frequencies (in

s�1). According to the basic MC algorithm, among all

the possible events, one and only one is chosen at each

timestep, by extracting a random number between 0

and 1 and multiplying it times the sum of all

probabilities.

2.1.1. Internal events

The objects can experience five types of internal

events:

• Jump to a neighbouring site.

• Recombination with objects of opposite type (i.e.

SIA with vacancies) or aggregation with other objects

(e.g. point-defect clusters and complexes including

solute atoms).

• Dissociation (when the object is big enough and dis-

sociation is allowed) by emission of one element (e.g.

single-vacancy) from the object.

• Trapping or annihilation at free surfaces, grain

boundaries, dislocations or other sinks.

Table 1 summarises the different internal events

which can take place in the simulations for pure Fe

and Fe–Cu alloys. No direct interactions between solute

atoms and SIA is considered in this work, as will be ex-

plained later.
te, V for vacancy, I for SIA, T for traps and FS for free surfaces

Reactions with solute atoms

–

[mV + nS] + [m0V + n 0S]! [(m + m 0)V + (n + n0)S]

–

[(m + 1)V + nS] ! [mV + nS] + V

[(m + 1)V + (n + 1)S] ! [mV + nS] + [V + S]

nIþ ½mVþ pS
 !
ðn� mÞIþ pS ðif n > mÞ
½ðm� nÞVþ pS
 ðif m > nÞ
pS ðif m ¼ nÞ

8><
>:

–

[mV + nS] + TM [mV + nS + T]

–

[mV + nS] + FSM nS + FS

0 and p. Brackets enclose mixed objects.
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Jump and dissociation probabilities Cn,i (for object n

and event i) are considered as thermally activated proc-

esses, characterised by an activation energy Ea,n,i and an

attempt frequency mn,i:

Cn;i ¼ mn;i exp �Ea;n;i

kT

� �
: ð1Þ

For the object jump, the activation energy is its migra-

tion energy, Em. For the emission from either a trap or

an object, Ea equals Em + Eb, where Eb is the binding en-

ergy of the escaping entity (e.g. that of a single vacancy

or SIA from a cluster) and Em its migration energy. Note

that, in the case of complexes containing both vacancies

and solute atoms, only the emission of either a single va-

cancy or a mixed vacancy-solute pair is considered. An

alternative point of view, not used in this work, consists

in the emission of single solute atoms. The theoretically

possible emission of vacancies from large SIA loops is

neglected. Note also that in a real diffusion event, on a

real lattice, the emitted particle has to perform several

jumps to escape the source object. In our model, the

escaping object is therefore placed at a distance such

that, at the following step, both recombination with

the initial object and diffusion away are possible, thus

Cn,i is only an approximation of the escaping

probability.

Trapping and annihilation of defects with opposite

defects or at sinks, as well as aggregation into larger

clusters, take place spontaneously whenever the involved

objects come to a mutual distance smaller than a reac-

tion distance, which is equal to the sum of the capture

radii associated to each of the two objects, as explained

in the description of the parameter sets. The capture ra-

dius depends on the object type, size and shape. Free

surfaces, grain boundaries and dislocation lines (seg-

ments) are the sinks that can be currently introduced

in the model. However, in the simulations presented in

this work dislocations were not inserted. More details

are given in Section 2.1.4.
2.1.2. External events

In the course of the simulations, different types of

external events can take place, depending upon the kind

of irradiation that is simulated. All external events are

characterised by occurrence probabilities Pm (for event

m), corresponding to the production rate:

Pm ¼ ðnumber of external events=cm3=sÞ
� ðsimulation box volumeÞ: ð2Þ

The production rate is determined from the flux of

impinging particles, as described in what follows.

2.1.2.1. Neutron and ion irradiation. The impinging neu-

tron flux is transformed into a production rate (number
per unit time and volume) of randomly distributed

displacement cascades of different energies (5, 10,

20, . . . keV), as well as residual Frenkel pairs. This is

done using a combination of a neutron transport code

(SPECTER [32]) to estimate the primary knock-on atom

(PKA) spectrum and an analytical transport method to

assess the cascade splitting into smaller subcascades (IN-

CAS code [33]). Accordingly, new cascade debris are

injected randomly in the simulation box, at the corre-

sponding rate. In order to introduce more variability,

the system of co-ordinates to which the cascade debris

was originally referred to is, each time, randomly

permuted relative to the simulation box co-ordinates.

The accumulated dpa are calculated using the NRT

formula [34]:

displacements per cascade ¼ 0:8EMD

2ED

; ð3Þ

where EMD is the damage energy, i.e. the fraction of the

kinetic energy of the PKA that is not absorbed by elec-

tronic excitation, equivalent to the energy by which the

input cascade had been initiated in the MD simulation,

and ED is the displacement threshold energy (40 eV for

Fe [35]).

This approach is equally used to simulate ion irradi-

ation, using only cascade debris input, without a need

for PKA spectrum calculation. The production rate is

calculated directly from the impinging ion flux, assum-

ing all ions to have rigorously the same energy. The pro-

duction rate distribution along the range of ion

penetration is also taken into account by using a PKA

density distribution profile which can be obtained with

codes such as TRIM. However, in the present work no

simulations of ion irradiation will be reported.

2.1.2.2. Electron irradiation. In the case of an electron

irradiation simulations, Frenkel pairs are introduced

randomly in the simulation box according to a certain

dose rate, assuming – as an acceptable first approxima-

tion – that each electron is responsible for the formation

of only one Frenkel pair. The corresponding SIA and

vacancy can have both correlated or non correlated

positions: in the former case the distance between SIA

and vacancy is below a critical value and they may un-

dergo quick recombination; in the latter both are intro-

duced randomly.

2.1.3. Timestep determination

At each timestep an event is chosen by extracting a

random number that can be associated to one and only

one possible internal or external event, according to its

probability. The associated average timestep length is

given by:

Dt ¼ 1P
n;iCn;i þ

P
m
Pm

; ð4Þ
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where the summation is extended over all the possible

internal and external events at the considered step. This

approach corresponds to the residence time algorithm

for lattice KMC methods [31]. Alternative approaches

[36–38] have been observed to be equivalent, in practice,

to Eq. (4).

2.1.4. Boundary conditions and sinks

The boundary conditions can be adapted to corre-

spond to different possible real situations: uniformly dis-

tributed events in bulk materials, isolated events (like

single displacement cascades) in an otherwise untouched

infinite material and, for both possibilities, thin foils,

like in electron microscope or ion irradiated specimens.

In order to allow the comparison with the irradiation

of atom-probe needle-shaped specimens, a cylindrical

box can also be used, which reproduces the truncated

part of the needle. Accordingly, the boundary conditions

can be either periodic (PBC: any defect that leaves the

box re-enters it from the opposite side), or absorbing

(the defects leaving the box disappear for good). In the

case of thin foil and atom-probe needle simulations, free

surfaces are correspondingly introduced. Grain bounda-

ries, which act as sinks for point defects in the absence of

free surfaces, are introduced using the average grain size

method, inspired by Heinisch�s work [39]: when PBC are

applied, whenever a mobile object has moved a distance

larger than the average grain size, it is eliminated. Re-

cently, this method has been discussed by Soneda et al.

[25] and denoted as finite PBC. Dislocations are intro-

duced as segment(s) whose length is established accord-

ing to the dislocation density to be simulated. They act

as linear sinks for point-defects with a given recombina-

tion radius. Fig. 1 summarizes the different events taking

place in the course of an object KMC simulation.

2.2. Parameter sets

The choice of the parameter set is quite an open ques-

tion and several possibilities have been proposed to sim-
Fig. 1. Summary of the different events taking place in an object KM

reaction volume, though allowed for in the code, have not been inclu
ulate radiation damage by KMC in pure Fe [21–25]. The

defects produced by irradiation in ferritic steels are very

difficult to characterise experimentally, even using the

most advanced techniques nowadays available, as they

are very small, and remain small in the course of the

irradiation. SIA loops are observed to form under elec-

tron, neutron and ion irradiation in pure Fe [40–42]. Re-

cently, precise experiments of in situ electron irradiation

of pure Fe thin foils were performed [43] and important

information concerning the kinetics of growth of SIA

dislocation loops in pure Fe is hence available to adjust

the parameters of KMC simulations. Vacancy loops

have been seen to form in Fe under heavy ion irradiation

conditions [44], but do not seem to have ever been ob-

served under neutron irradiation [45], particularly in

conditions relevant to RPV steels in operation. Voids be-

come visible only at high doses, never attained in pres-

sure vessel steels [46], although their presence below

electron microscope resolution is testified by positron

annihilation studies [47–50]. In the case of Fe alloys,

such as Fe–Cu, the situation is even more complicated

because, in spite of a growing number of experimental

studies of the behaviour of Fe–Cu under irradiation in

different conditions [48,51–55], many pieces of informa-

tion of fundamental importance for the simulation, such

as those concerning the interaction strength of point-de-

fects and point-defect clusters with solute atoms, cannot

be obtained experimentally and its calculation requires

to consider a large number of possible cases.

In the present study, three main first attempt sets of

parameters have been used and compared. These param-

eter sets try to encompass the most common choices of

OKMC and also RT models available from Refs. [21–

23,43]. Parameter tuning made necessary to improve

the performance of the model when trying to reproduce

experimental results and possible refinement to the cur-

rent framework are discussed in the course of the present

paper.

The first one (set A) is inspired by experimental re-

sults by Hardouin Duparc et al. and a related rate theory
C simulation. Note that loops, characterised by non-spherical

ded in the model in the present work.
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model [43]. In this model, defect mobilities and migra-

tion energies were adjusted to reproduce the loop

number density observed by transmission electron micr-

oscopy (TEM). In the corresponding parameter set, only

single point defects are allowed to move and the migra-

tion energies are tuned to effective values that include

possible trapping effects at interstitial impurities (C,N).

The second set of parameters (set B) is based on atomis-

tic simulations results, which suggest that also vacancy

and SIA clusters are mobile, with migration energies

that are lower than the effective values used in set A

[21,56–60]. This choice is consistent with previous

KMC studies [21–25]. Finally, the third set (set C) is

intermediate between the previous ones: the migration

energies are those stemming from atomistic simulations

(like in set B), but only single point defects are allowed

to move (like in set A).

2.2.1. Capture radii

The notion of capture radius originates from the rate

theory applied to radiation damage [61]. It is related to

the distance at which point defects are absorbed in sinks

and, more broadly, at which different defects interact

with each other. For a cluster of type a (either SIA,

a = I, or vacancies, a = V) of a certain size z, the capture

volume is approximated by a sphere of radius ra,z
around the object. Such an approach is certainly simplis-

tic from an atomic-level point of view, because it associ-

ates to each defect an isotropic strain field, under the

assumption that the medium is homogeneous and con-

tinuous. This approach is particularly problematic in

the case of SIA loops, as discussed in Section 4. How-

ever, this is at present the widely accepted state-of-the-

art [21–25]. Work is in progress to optimise the choice

of the capture radii, within the limitations inherent to

its use [62] and a sensitivity study is presented in this

paper.

Table 2 summarises the description of the capture

radii used in this work for each possible object, as a

function of type and size. The ratio behind the formulae

in Table 2 is that ra,z must account for the volume occu-

pied by the object, increased by an amount equal to the

supposed extension of the corresponding effective strain

field. The fact that SIA-type defect strain fields are larger

than vacancy-type defect strain fields is taken into

account by introducing a bias in the relevant radii:

rI = crV, where c = 1.15 is deduced from experimental

results and corresponds to a fairly common choice

[21,23,43]. Moreover, the capture radius for solute atom

clusters is also a function of the object with which it is

interacting (pure solute cluster or mixed vacancy-solute

cluster), in order to account for the absence of binding

energy between second nearest neighbour solute atoms,

while vacancies do have a binding energy with solute

atoms even when separated by larger distances (second

nearest neighbour) [63,64].
The reaction distance is postulated to be the sum of

the capture radii associated to the two interacting ob-

jects, A and B (dr,A+B = rA + rB): an interaction exists

and a reaction occurs if the two objects are located at

a distance less than dr,A+B.

Experimentally, the vacancy-SIA recombination dis-

tance is reported to vary between 2.2 and 3.3 lattice

parameters in pure Fe, corresponding to �100–300

atomic volumes in the spherical approximation [65,66].

Values of this order are generally adopted in the rate

theory [43,67]. MD simulations with empirical potentials

predict much smaller distances (1.7a0 [68], 1.9a0 [22]). A

particularly striking case of large disparity between

experimental and MD values for the recombination

volume is that of vanadium: while experimentally this

is reported to be as high as 700 atomic volumes [69] ato-

mistic simulations predict only about 140 atomic vol-

umes [69]. This discrepancy remains unexplained. In

most published OKMC studies a first or second nearest

neighbour distance has been used as recombination dis-

tance [23,25], although also larger values (1.9a0) have

been proposed [22]. To our knowledge, the large exper-

imental values have never been used in OKMC simula-

tions. A sensitivity study to assess the influence of the

choice of the recombination radius, extended up to the

largest experimentally reported value for Fe, i.e. 3.3/2

lattice units, is presented in this work.
2.2.2. Diffusion parameters

The motion of the different objects is characterised by

the attempt frequency and the migration energy, as in

Eq. (1), which are the essential factors determining the

diffusion coefficient. In sets A and C, only single SIA

and single vacancies are mobile, as well as solute-

vacancy pairs, thereby allowing solute migration. The

corresponding diffusivity parameters are presented in

Table 3. Note that set A employs the experimentally

fitted values of Ref. [43], while set C adopts the same

values as set B for single defects. The parameters chosen

for set B are described and commented in what follows

for each defect species and summarised in Table 4.
2.2.2.1. Self-interstitial atoms. The parameter choice

adopted in set B to describe SIA and SIA cluster diffu-

sivity is consistent with KMC models already published

in Refs. [21–25] and based on a series of MD simulation

studies of SIA and SIA cluster migration in Fe [21,56–

60]. A constant attempt frequency, m0, equal to 6 · 1012

s�1 (see discussion of this value in the vacancy section),

is made to decrease as a function of the cluster size m

according to a power law (m�s). MD results by Osetsky

et al. [56] suggest a law close to 1=
ffiffiffiffi
m

p
(s = 0.51) and this

choice has been tentatively adopted in set B. Other MD

studies provide larger exponents [60], but our model al-

lows the rate of decrease to be freely tuned by changing



Table 2

Capture radii associated to different objects as a function of object size (expressed by the integer numbers n, m, p and q)

Object Capture radius

m I
rI;m ¼ c ðr0 þ eÞ þ 3

4p
a30
2
m

	 
1=3

� 3

4p
a30
2

	 
1=3
" #

m P 1

mV

rV;m ¼ ðr0 þ eÞ þ 3

4p
a30
2
m

	 
1=3

� 3

4p
a30
2

	 
1=3m P 1

mV + nS
rS;nþV;m ¼ ðr0 þ eÞ þ 3

4p
a30
2
ðmþ nÞ

	 
1=3

� 3

4p
a30
2

	 
1=3

m P 1, n P 1

nS interacting with qS + pV object
rS;nðVÞ ¼

a0
2
þ e

 �
þ 3

4p
a30
2
n

	 
1=3

� 3

4p
a30
2

	 
1=3

n P 1, p P 1, q P 1

nS interacting with pS object
rS;nðSÞ ¼

ffiffiffi
3

p
a0
4

þ e

 !
þ 3

4p
a30
2
n

	 
1=3

� 3

4p
a30
2

	 
1=3

n P 1, p P 1

Traps rtrap + e

Surface a0/2 + e

In all sets (A, B and C) r0 =
p
3a0/4, i.e. half the first nearest neighbour distance (with a0 = 2.87 Å), but sensitivity studies have been

done with different values using set B. The bias factor for SIA is c = 1.15. The capture radius for a solute cluster changes depending on

whether it interacts with a mixed object (mS + pV) or another pure solute cluster (nS) and does not depend on r0. In set B, traps

interacting only with interstitials have a 5 Å rtrap value except when otherwise mentioned. Note that e denotes an arbitrary, small,

positive correction to the exact values.

Table 3

Sets A and C parameters for object migration (only single point defects are mobile)

Attempt frequency m (s�1) Migration energy Em (eV) Exp. Em (eV)

Set A Set C Set A Set C

Single vacancy (V) 1.2 · 1015 6 · 1012 1.3a 0.69 0.55 [79]

V + nS; n>1 1.2 · 1015 6 · 1012 1.3a 0.69

mV + nS; m > 1 Immobile

Single SIAb (I) 4.8 · 1011 6 · 1012 0.3 0.04 0.3 [70–72]

m I; m > 1 Immobile

q = 10.
a Effective value, implicitly including trapping effects.
b 3D random walk.
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the value of the exponent s of m (see results in Section

3.2). On the contrary, the migration energy is fixed to

0.04 eV, for both single SIA and clusters thereof. The
latter value, much lower than the experimental one for

single SIA (0.3 eV [70,71]), is typically found in MD

simulations [21,56–59].



Table 4

Set B parameters for object migration (clusters of all sizes are mobile)

Attempt frequency m (s�1) Migration energy Em (eV) Exp. Em (eV) Comment

Single vacancy m0 0.69 0.55 [79]

V + nS m0(q
�1)n�1 0.69

mV; m > 1 m0(p
�1)m�2 0.69

36mV + nS; m > 1, n P 1 m0(p
�1)m�2(q�1)n�1 0.69

Single SIA m0 0.04 0.3 [70–72] 3D motion

m I; m > 1 m0m
�s 0.04 1D motion along h1 1 1i

The values of the constants are m0 = 6 · 1012 s�1, p = 100, q = 1000 and s = 0.51.
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The SIA in Fe is known to have a h1 1 0i dumbbell

configuration in its most stable configuration [70–72].

SIA clusters are conversely described as a collection

of h1 1 1i crowdions, starting from size 2 [21,56–60].

MD simulations with empirical potentials show

[21,56,58,59] that both single SIA and SIA-loop motion

consists of a succession of glides along a h1 1 1i direc-

tion. In the case of the single SIA this is made possible

by a relatively easy rotation from the h1 1 0i to the

h1 1 1i configurations (�0.1–0.3 eV activation energy

[22,58–60,73]). Single SIA can also easily change

h1 1 1i glide direction, resulting in an almost fully 3D

random walk, depending on temperature [57,59,74].

For SIA clusters the change of direction is increasingly

less likely with size [73]. These features are introduced

in the model by allowing single SIA and SIA clusters

to move only unidimensionally along a h1 1 1i direction,
while experiencing h1 1 1i direction changes with a prob-

ability that is assessed based on an activation energy for

crowdion rotation, Ea_rot. The decision about the h1 1 1i
direction change is made according to the standard MC

algorithm, using the Boltzmann factor exp(�Ea_rot/kT)

as probability of occurrence.

In the present work single SIA are assumed to have a

full 3D motion at all temperatures (Ea_rot = 0), similarly

to what has been done in most published OKMC studies

[21,23–25]. SIA clusters of any size are constrained to fol-

low a 1D h1 1 1i random walk, i.e. the h1 1 1i direction
change is prohibited (Ea_rot = 1). The rational behind

these choices is briefly discussed in Section 4. To give

an idea of what would be the effect of allowing cluster

rotation, if for instance Ea_rot was set to 1 eV for a SIA

cluster (which is the case for sizes above 3 [73]), the prob-

ability of direction change at 300 �C would be around

10�9, so that a net 1D motion is obtained in practice.

It should be noted that SIA may in principle play a

role in Cu transport. Indeed mixed Cu-I objects were

observed to form in the course of 20 keV cascades in

Fe–2at.%Cu alloys [20] and have been experimentally

deduced to exist [75]. However, MD simulations of

mixed dumbbell migration that we performed for 400

ps at 300 and 800 K indicate that Cu is not transported
by the SIA at the mentioned temperatures. The starting

configuration is a mixed dumbbell in either a pure Fe

lattice or a Fe–0.2%Cu matrix. After a few timesteps,

the dumbbell releases the Cu atom and travels (as an

Fe–Fe dumbbell) in the array. The Cu atom thus re-

mains in the neighbourhood of its initial position. We

calculated within the density functional theory, using

the VASP code [76], the binding energy between an

Fe–Fe dumbbell and a copper atom beside to be around

0.2 eV, without finding any positive binding energy for

the mixed dumbbell configuration [63]. Thus, Cu atoms

may affect slightly the SIA mobility by, for instance,

inducing directional changes [77] or weak trapping at

very low temperature, but this is probably not a first

order effect and was hence not taken into account here.

The possibility of interaction between dislocation loops

and Cu precipitates or Cu-vacancy complexes is cur-

rently under study [78].

2.2.2.2. Vacancies. For single vacancies, the migration

energy is taken to be 0.69 eV (as found with EAM pot-

entials and close to the ab initio value of 0.65 eV [63] and

the experimental value of 0.55 eV [79]). In the case of

clusters, like for SIA, the migration probability is al-

lowed to decrease with the vacancy cluster size (for size

>2) by applying a geometric progression of common

ratio p�1 to the constant attempt frequency m0, as shown
in Table 4, while keeping the migration energy un-

changed, in this following the suggestion of Ref. [80].

The value of m0 was set to 6 · 1012 s�1 after finding that

this choice provided the correct self-diffusion coefficient

for Fe in an AKMC simulation. In default of any similar

procedure for SIA, the same value was extended, as a

first approximation, to them as well.

2.2.2.3. Copper atoms. Substitutional solute atoms can-

not move without the intervention of point defects.

Since the formation and migration of Cu-SIA mixed

dumbbells in Fe seems unlikely and copper has been

shown to have a reasonably strong interaction with

vacancies [63,64,81,82], these solute atoms in the model

are allowed to diffuse only by forming mobile complexes
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with vacancies, typically mixed copper-vacancy pairs,

but also larger mobile complexes. This description is

suggested from the analysis of AKMC simulations,

showing that vacancy clusters and small Cu-vacancy

complexes are indeed mobile as a whole up to apprecia-

ble sizes [1,26–28]. In the case of a Cu-vacancy pair,

physically the mechanism corresponds to a situation

where most of the vacancy jumps are exchanges with

the same Cu atom or correlated jumps around the Cu

atom, having the net effect of transporting the latter in

the same direction as the vacancy for a time equivalent

to the lifetime of the pair. For larger Cu-vacancy com-

plexes the physical mechanism is more involved. For a

complex to move as a whole, vacancies must move along

its surface, producing collectively an effective motion. If

Cu atoms are present, a higher number of vacancy

jumps are required, because the Cu atoms must also

move with the vacancies. These features are tentatively

allowed for in the OKMC model by keeping the migra-

tion energy of the complexes equal to the migration

energy of the single vacancy, with a prefactor that de-

creases following a geometric progression with not only

the number of vacancies, but also the number of copper

atoms (common ratio q�1 cf. Table 4). For an additional

discussion of the mobility of Cu-vacancy complexes in

OKMC and AKMC see Ref. [28].

2.2.2.4. Traps. The production of dislocation loops in

pure Fe is often explained by assuming the presence of

traps for point defects in the Fe matrix. These traps

are generally associated with C or N atoms, which are

known to affect point defect motion due to their binding

energy with SIA or vacancies. For example, it seems

now clearly established that the value of 1.28 eV for

the vacancy migration energy obtained by Schaefer

et al. [83] is due to the presence of a very small amount

of impurity atoms [84]. This is in agreement with our ab

initio calculations, predicting a 0.4 eV binding energy

between a C atom and a vacancy [85]. However for

SIA, also in the light of ab initio calculations [86], the

situation is more complicated, and it is not completely

clear whether the presence of impurities is the only

source of trapping effects. This point is further discussed

in Section 4. Therefore in the present model C and N

atoms do not appear explicitly, and generic, immobile

traps are included instead, acting on both vacancies

and/or SIA. The defect-trap binding energy is used as

an adjustable parameter. In the present model it is ac-

cepted that the same trap can catch more than one

point-defect and point-defect cluster of each type.

2.2.2.5. Summary. To summarise, in sets A and C only

single vacancies, single SIA and Cu-vacancy pairs are

mobile (Table 3), whereas in set B also small defect clus-

ters retain some degree of mobility, with an attempt fre-
quency that decreases with their size according to laws

adapted to each species, as shown in Table 4.

2.2.3. Dissociation events

For the emission from either a trap or an object, the

activation energy Ea equals Em + Eb, where Eb is the

binding energy of the emitted object to the emitting clus-

ter. There exist very few experimental data about these

binding energies. To our knowledge, the only available

value of this type from experimental measurements, of

relevance for this work, is the Cu/single-vacancy binding

energy: 0.14 eV [81] or 0.11 eV [82].

In our model, both the emission of a single-vacancy

and a vacancy-Cu pair from vacancy and vacancy-solute

clusters are possible. The binding energies were com-

puted in detail using molecular statics [20] up to 10

vacancies and 5Cu atoms and then fit to a law, in the

spirit of Soneda�s work [21] and Barbu�s law [43]:

Ebððm� aÞVþ ðn� bÞCu; aVþ bCuÞ

¼ Efor þ Eb2 � Eforð Þ m2=3 � m� 1ð Þ2=3

22=3 � 1

" #
; ð5Þ

where (a,b) = (1,0) for vacancy emission and

(a,b) = (1,1) for vacancy-Cu pair emission. This formula

was derived so as to give, for the vacancies, the diva-

cancy binding energy for m = 2, and the vacancy forma-

tion energy for (m !1), as very large clusters can be

considered to be equivalent to a free surface. In (5) Cu

is postulated not to affect the vacancy binding energy

value. This is of course an approximation. However, de-

tailed calculations of the binding energy of a vacancy to

Cu-vacancy complexes [87,88] revealed that, although

not totally negligible, the effect of the presence Cu atoms

on this magnitude is very weak, all the more for large

complex sizes. A study of the difference between adopt-

ing the approximation in Eq. (5) and using more prop-

erly calculated binding energies is underway [89].

Table 5 presents the parameters to be inserted in for-

mula (5) to obtain the binding energies used in this work

to simulate Fe–Cu alloys. Eb((m�1)V + nCu,V) is the

binding energy of a vacancy to a cluster containing

m � 1 vacancies and nCu atoms, i.e. the energy needed

to remove a vacancy from a cluster containing m vacan-

cies and nCu atoms. Eb((m�1)V + (n� 1)Cu,VCu) is the

binding energy of a vacancy-Cu pair with a cluster con-

taining m � 1 vacancies and n � 1 Cu atoms, i.e. the en-

ergy needed to remove a Cu-vacancy complex from a

cluster containing m vacancies and n Cu atoms. Finally,

Eb((m � 1)V,V) is the binding energy of a vacancy to a

cluster of (m–1) vacancies (e.g. for a di-vacancy

Eb(2V,V)).

The dissociation of SIA clusters is a rare event

because they have a high binding energy, as observed

by Schilling [90] and confirmed by MD simulations



Table 5

Constants used in formula (4) for the calculation of the binding energies of different elementary defects to clusters of different sizes and

binding energy to traps

Object Eb2 (eV) Efor (eV)

Eb((m � 1)V,V) 0.2 1.6

Eb((m � 1)V + nCu,V) 0.2 1.6

Eb((m � 1)V + (n � 1)Cu,VCu) 0.1 1.88

Eb(mV + (n � 1)Cu,Cu) Not considered in this work

Eb((m � 1)I,I) 1.0 4

Traps for SIA (independent of cluster size) Eb = 0.9a //

a Except when otherwise mentioned. In set A and C, traps are implicit in the choice of the diffusivity laws.
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[56,60]. They are therefore very stable against dissocia-

tion. Nevertheless, this event is taken into account and

described using a formula like (4) as well, with the

parameters indicated in Table 5. Such a dissociation is

anyhow seen to be effective only for very small clusters

(di- and tri-interstitials).

2.3. Statistical treatment

MC simulations are inherently stochastic. Strictly,

one single simulation is in principle meaningless and

only by performing a statistical treatment on several

parallel simulations, each of them following a different

sequence of random numbers, is it possible to draw con-

clusions on the physical trends. This problem is particu-

larly important when the evolution of one single external

event (a single displacement cascade) is studied. When

many external events are superposed, distributed in time

according to a probability of occurrence (dose rate), as is

the case of irradiation simulations, this problem is less

important because an averaging effect is naturally ob-

tained by randomly choosing the event from a database

of different cascades (in the case of neutron and ion irra-

diation) or introducing randomly distributed Frenkel

pairs (in the case of electron irradiation).

The evolution of the system during a single cascade

ageing simulation has been described in this work by

selecting a set of indicators of physical interest, output

at each time decade (i.e. at, say, 10�9, 10�8 s, . . .). These
indicators are the number and mean size of the different

types of objects, the fraction of single point defects and

point defects in cluster and the atomic percentage of sol-

ute atoms in the precipitates and in the matrix. Gener-

ally, we performed 50 cascade ageing simulations from

the same initial configuration, with different random

number seeds, to produce, for each time-decade, a col-

umn of 50 values for each indicator. All these columns

have been treated statistically not only to get the mean

value of the indicator and the spread around the mean

at each decade (error bar), but also to establish on statis-

tical grounds, if needed, whether two apparently similar

results should be really considered the same or not. This

comparison can be done by using standard F-test, t-test
and ANOVA tests, as described in any introductory sta-

tistics book.
3. Results

3.1. Cascade ageing

In this section we present the main results of a work

of comparison between different KMC parameter sets,

conducted on a set of both MD and binary collision

approximation (BCA) displacement cascades, initiated

in Fe and Fe–0.2%Cu by a 20 keV PKA. The MD cas-

cades belong to a database already discussed in previous

work [19,20]. The BCA cascades were produced using

the code MARLOWE [91], after tuning its parameters

in order to obtain results as close as possible to the

MD simulations, in terms of volume of the cascade,

anisotropy and number of Frenkel pairs [68]. The simi-

larity between cascades was assessed using the compo-

nent analysis [92]. A first study on the effect of using

MD or BCA cascades as a primary damage source for

ageing simulations with KMC is presented elsewhere

[38] and a more complete study is underway [93]. Here

the focus is on the effect of the use of different parameter

sets for the simulation of the same phenomenon. All

simulations were performed at the same temperature,

namely 600 K (close to temperature of operation of

RPV) in a 100a0 · 100a0 · 100a0 simulation box. Studies

at different temperatures are presented in Section 3.2.

Fig. 2 shows a representative plot of the evolution in

time of the number of SIA and vacancies during the age-

ing of a 20 keV displacement cascade in Fe–0.2%Cu in a

box with absorbing boundaries using set B. In the first

10�7 s, recombination between vacancies and SIA, for-

mation of SIA clusters and SIA leaving the simulation

box are observed. Subsequently, vacancies start diffus-

ing: some of them leave the box as single-vacancies,

while others form clusters, including or not solute atoms

(not indicated in the figure). These clusters retain some

mobility and finally leave the box. The contribution to

cluster disappearance via vacancy emission appears to

be small, at least at the temperature at which the simu-
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lation was performed. The time scale of these events is

spread over about 13 decades.

3.1.1. Effect of migration energies and mobilities

In Fig. 3, the example of a 20 keV MD cascade aged

in pure Fe (a) and Fe–0.2%Cu (b) using the three differ-

ent parameter sets, described in Tables 1–5, is reported.

The average clustered fraction of point defects as a func-

tion of time (by decades) is shown. The error bars corre-

spond to the standard deviation. All curves are

interrupted when statistics become too poor. Full sym-

bols denote the evolution of the percentage of SIA in

clusters; open symbols the same for vacancies.

According to sets B and C (SIA migration energy

0.04 eV), new SIA clusters start to form already at

10�13 s, reaching a peak value after, respectively, 10�10

and 10�9 s. With set A (SIA migration energy 0.3 eV),

clustering starts only after 10�10 s and reaches the peak

value at 10�6 s. After the peak value is reached, sets A

and C (only single defects mobile) exhibit essentially

the same behaviour: a long plateau of surviving, immo-

bile SIA in clusters, that can only disappear by progres-

sive �erosion� via annihilation with single vacancies. The

descent starts, respectively, at about 10�5 and 10�2 s,

which correspond to the onset of massive single vacancy

migration according to the two different migration en-

ergy choices. Using these two parameter sets, a residual

fraction of SIA in clusters remains in the simulation box

till the end of the simulation, because once all single

vacancies have annihilated with SIA clusters, further

SIA disappearance can only occur through vacancies

emitted from clusters, which is a much slower process.

Conversely, set B, which allows all SIA clusters to move

with a low migration energy, although with decreasing

attempt frequency, predicts a rapid disappearance of
all SIA clusters within 10�8 s, i.e. long before the single

vacancy migration onset. Therefore, according to this

set the kinetics of SIA and vacancies are clearly sepa-

rated. Note that, even in relatively high dose-rate

cascade irradiation conditions, such as self-ion implan-

tation (�10�4 dpa/s) or high-flux test reactors (�10�6

dpa/s), in a 100a0 · 100a0 · 100a0 simulation box a sec-

ond cascade will only appear after �1 s or more. There-

fore, from the point of view of intercascade interaction

and damage accumulation effects, it is mostly the last

part of the cascade ageing simulation that should be

looked at. This means that, without traps, almost inde-

pendently of the assigned migration energy (60.3 eV),

no SIA cluster will remain in the box with set B, even un-

der high flux irradiation conditions.

As a consequence of the absence of interaction be-

tween SIA and solute atoms, the difference between pure

Fe and Fe–0.2%Cu in the SIA clustered fraction is neg-

ligible. Yet, the effect of the presence of Cu on the clus-

tered fraction of vacancies (open symbols) is clear. The

peak amount of vacancies in cluster is significantly lar-

ger, with little or no difference from one parameter set

to the other, because all share the same binding energy

values from Eq. (5) and the same capture radius (see Sec-

tion 3.1.2). The high peaks that characterise the vacancy

clustered fraction evolution pattern in Fe–0.2%Cu ap-

pear at the onset of single-vacancy migration. They cor-

respond to a large amount of mobile (in all three

parameter sets) Cu–V pairs, formed by the migrating

single vacancies which, in the absence of Cu atoms,

would be leaving the box or, in some cases, increasing

the size of existing clusters. However, Cu has little or

no effect on the kinetics: sets B and C (same migration

energy for vacancies, 0.69 eV), predict vacancy cluster-

ing, after a slight depletion due to recombination, at
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10�7 s. The peak of clustered fraction is reached at,

respectively, 10�5 s without Cu and 10�4 s with Cu.

The main difference between B and C is that, because

of the mobility of vacancy and Cu-vacancy clusters,

set B predicts no residual amount of vacancies left at

the end of the simulation. With set A, as a consequence

of the larger migration energy (1.3 eV), the curves are

shifted in time by about three decades. Overall, it can

be said that the �intermediate� parameter set C provides

predictions analogous to set B in the case of vacancies

and set A in the case of SIA.

In Fig. 4 three groups of curves, corresponding to the

evolution in time of the fraction of Cu atoms remaining

in the matrix after ageing a number of cascades, are dis-

played for the three parameter sets A, B and C. No real

precipitation occurs, because one single cascade does not

provide a large enough amount of vacancies to allow

such an event. However, Cu–Cu pairs and sometimes

also Cu–Cu–Cu triplets, initially purposefully absent,

are seen to appear and this is a clear hint that nuclei

of future precipitates are starting to be generated. Differ-
ences between parameter sets are visible. Sets A and C,

with only single point defects (and Cu-vacancy pairs)

mobile, lead to more Cu aggregation than set B (clusters

of all sizes mobile). This can be rationalised because in

sets A and C the absence of mobile clusters forces the

emission of single vacancies or of Cu–V pairs to become

a more frequent event, thereby enhancing the possibility

that Cu atoms are further transported to form precipi-

tate nuclei. Conversely, in set B mixed complexes are

mobile and can more easily further grow in size, but

are globally less efficient in transporting Cu atoms.

Thus, a larger number of Cu–Cu pairs, containing most

of the Cu atoms subtracted from the matrix, is produced

with sets A and C. On the contrary, with set B most Cu

atoms subtracted from the matrix appear to be part of

small mixed clusters. At the end of the cascade ageing

the vacancy clustered fraction is roughly the same with

and without Cu (Fig. 3), but the mean cluster size (not

shown) is different. In pure Fe slightly larger vacancy

clusters (mean size 3 ± 2) are formed than in Fe–

0.2%Cu (mean size 2 ± 1), because in the alloy the same
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number of vacancies is distributed in a globally higher

number of clusters, most of them mixed (containing 1

or 2 Cu atoms), particularly with set B.

In summary, a comparison between sets A, B and C,

performed for a large set of cascades with proper statis-

tical treatment, reveals that the choice of point defect

migration energy clearly affects the time required for

clustering onset. The fact that only single point defects

are mobile has a visible effect on SIA clustering kinetics,

but not so much on vacancy clustering, because at any

rate peak clustering depends mostly on the mobility of

single vacancies. However, keeping only single point de-

fects mobile seems to be the only way of predicting some

residual damage (particularly SIA) remaining in the box

at the end of the annealing. In order to have the same

effect with set B, generic traps should be included (see

Section 3.2). Furthermore, sets A and C allow more

Cu agglomeration. The presence of Cu and the existence

of a Cu-vacancy binding energy influences dramatically

the amount of vacancy clustering at peak with all

parameter sets. At the end of the ageing, all vacancies

remaining in the box are contained in mixed clusters,

independently of the parameter set.

3.1.2. Effect of capture radius

In this section we present the results obtained by age-

ing a 20 keV MD cascade in pure Fe and Fe–0.2%Cu

using set B, with growing values of the r0 parameter that

defines the capture radii according to Table 2. Namely,

r0 has been set equal to half the first, second and third

nearest neighbour (nn) distance in bcc Fe, as well as

equal to 1.9a0/2, 2.2a0/2 and 3.3a0/2. Thus, the involved

objects will react when they find themselves at a mutual

distance of first, second and third nn, as well as 1.9a0
[22], 2.2a0 [66] and 3.3a0 [65] (or larger, if the SIA bias

factor of Table 2 is allowed for). The latter two values

correspond to the experimental assessment of the SIA-

vacancy recombination radius in Fe.
In Fig. 5 the average clustered fraction of point de-

fects versus time is represented, the error bars corre-

sponding to the standard deviation. Fig. 5(a) refers to

pure Fe, Fig. 5(b) to Fe–0.2%Cu. The effect of changing

the capture radius on the clustered fraction of point de-

fects is especially visible at the beginning: the larger the

capture radius, the higher the number of identified clus-

ters. The initial mean size of the clusters is found to be

�2 for vacancies and �3 for SIA, independently of the

choice of the radius. In the course of the simulation

the behaviour of the curves can also be considered very

similar: radii differing by a factor �4 produce peak

point-defect clustered fractions that differ by only a fac-

tor 1.5. Interestingly, while the peak vacancy clustered

fraction in pure Fe is higher for larger radii, as it seems

logical, the reversed trend is observed in Fe–Cu. The

explanation of this effect involves looking at other char-

acteristic magnitudes describing the cascade ageing.

In Fig. 6 the other two fractions of point-defects,

namely disappeared (a) and single point-defects (b), are

plotted versus the logarithm of time in the case of pure

Fe. The kinetics of SIA is much faster than the kinetics

of vacancies. In the case of SIA three processes occur in

sequence, but almost simultaneously: clustering, recom-

bination with vacancies and migration to sinks (box

boundaries). Despite the initial differences, the SIA evo-

lution is largely independent of the choice of the capture

radius. At 10�8 s no more single SIA remain in the box

and the recombination phase ends. At that point, on

average, it is found that about 2–3 SIA clusters, of size

�4 ± 2 for smaller radii and �5 ± 2 for larger radii, re-

main in the box and promptly leave it. In the case of

vacancies it is possible to distinguish from Fig. 6(a)

two distinct phases of disappearance. The vacancies dis-

appeared between, roughly, 10�12 and 10�8 s are those

that annihilated with SIA. After that time no more

SIA remain in the box and vacancies start moving and

clustering. Only from 10�4 s a second phase of vacancy
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distance.
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disappearance is detected, corresponding to (single)

vacancies reaching the boundaries. Therefore, the pla-

teaux in Fig. 6(a) quantify the fraction of annihilated

point-defects, varying from less than 40% with small

radii up to �60% with the largest radius. Most or all

of the vacancies reaching the boundaries shortly after

10�4 s are single-vacancies. The fraction of vacancies

in clusters corresponds, roughly, to the fraction of

vacancies remaining in the box at the end of the anneal-

ing, when a second cascade has some probability of

being produced in the same volume under irradiation.

This fraction, as noticed (Fig. 5), is only weakly depend-

ent on the choice of the radius and varies between �15

and �30% for growing radii in pure Fe. Thus, the main

effect of the choice of the radius is on the quantity of

freely migrating single-vacancies emitted from the cas-

cade region, which can vary between �40% of the initial

amount for the smallest radius and �10% for the largest

radius. Taking into account that, roughly, the initial

number of vacancies corresponds to 0.3 times the

NRT number of displacements per cascade [7,17–
20,34], these two extreme percentages of free vacancies

correspond, respectively, to �12% and �3% of the

NRT. While the latter value is closer than the former

to experimentally deduced fractions of freely migrating

defects in pure elements [94], both are in fact in the cor-

rect range and consistent with experimental assessments

[95] and previous simulation work [21,22].

The different excess of single-vacancies depending on

the choice of the radius explains also why the clustered

fraction peak is smaller in Fe–0.2%Cu for larger radii

(Fig. 5(b)). That peak is due to single-vacancies migrat-

ing towards the boundaries which encounter solute

atoms, thereby forming Cu–V pairs. Larger radii pro-

duce less single vacancies and therefore lower peaks of

small mixed clusters.

Two more effects of the choice of the capture radius

in Fe–Cu have been detected. They are illustrated in

Fig. 7, where the average number of vacancies in mixed

clusters (a) and the average number of Cu atoms in clus-

ters containing only Cu atoms (b) are plotted versus the

logarithm of time. The first effect is that larger capture
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radii lead to a larger mean number of vacancies in mixed

clusters. Note that, on the contrary, the number of Cu

atoms in mixed clusters is largely insensitive to the

choice of the radius and remains close to 1 at the begin-

ning, getting closer to 2 at the end of the cascade anneal-

ing. The enhanced absorption of vacancies in mixed

clusters is ascribable to higher probability of cluster

coalescence for larger interaction radii. In addition, the

excess of fast-migrating single vacancies with small radii

subtracts potential vacancies to mixed clusters (at the

end of the annealing, invariably all clusters remaining

in the box are mixed). The other effect of larger radii

is to enhance Cu precipitate nucleation (Fig. 7(b)). A

mean Cu cluster size closer to 2 reflects indeed a higher

number of produced Cu–Cu pairs. The behavior of the

largest radius is visibly different from the other cases be-

cause Cu–Cu pairs appear earlier. This happens because

this radius is the only one leading to the identification, at

the beginning of the simulation, of mixed clusters con-

taining more than two Cu atoms, e.g. Cu3–V complexes.

The escape of Cu–V pairs from these complexes and/or

the annihilation of the vacancy of these triplets with
SIA leads to the formation of Cu–Cu pairs much earlier

than with any other radius choice. Eventually, the larg-

est radius allows the formation of �104 Cu–Cu pairs.

In summary, the choice of the capture radius does af-

fect the results of the cascade annealing. However, the

effects are evident for some magnitudes, much less for

others and, globally, less dramatic than expected. Larger

radii promote recombination and reduce the amount of

freely migrating single-vacancies, while producing some-

what larger clusters. Indirectly, larger radii also enhance

Cu precipitate nucleation. However, the kinetics is

essentially not influenced by the choice of the radius

and differences become clearly visible only when com-

paring largely different radii. We checked that these con-

clusions hold for all sets of parameters.

3.2. Damage accumulation

In the previous section it has been shown that the

choice of the capture radius does not have particularly

dramatic effects on the damage state at the end of a cas-

cade annealing. On the contrary, the recipe used for the
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description of the mobility of point-defects and point-de-

fect clusters influences both the kinetics and the outcome

of the cascade ageing. In particular, the strict require-

ment of allowing only single point defects to migrate

seems to be, at first glance, the only way of keeping some

residual damage in the box at the end of the ageing, de-

spite the evidence of cluster motion from MD simula-

tions [21,56–60]. Since damage is known to accumulate

in Fe alloys under irradiation [1–5,43–50,84], this sug-

gests that trapping mechanisms, either explicit (addition

of traps in set B), or implicit (sets A and C) are funda-

mental for a correct prediction of radiation effects in

these alloys. In the present section we propose a selection

of simulations of irradiation experiments in pure Fe and

Fe–Cu, aimed demonstrating that, provided that traps

are introduced and with a choice of other parameters

based mostly on MD simulation results, it is possible to

obtain physically acceptable results fromOKMC simula-

tions, within the assumptions described in Section 2.
3.2.1. Neutron irradiation of pure Fe

Irradiation under cascade damage conditions, such as

with neutrons, corresponds to a particularly complicated

situation to model, because of the inhomogeneity in

space and time of damage production. This complexity

is however suitably reproduced in a KMC simulation

of an ongoing irradiation, because new cascades can

be easily introduced in different positions, according to

a defined dose-rate, in a simulation box in which previ-

ous cascades are already more or less advanced in their

annealing process, depending on the irradiation

temperature.

Recently, a positron annihilation study on high-pur-

ity Fe specimens, neutron irradiated in the range of

about 0.0001–0.8 dpa in the HFIR reactor at Oak Ridge

National Laboratory, has been published [49,50]. This

work provides an experimental assessment of the density

and size distribution of vacancy clusters (nanovoids)

versus dose in Fe which is extremely valuable for the val-
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idation of OKMC models. In the same work, the total

density of visible clusters (mostly interstitial clusters)

versus dose is provided. Similar data could be also found

in Ref. [46].

A dose-rate corresponding to HFIR (�10�6 dpa/s)

was used for OKMC simulations where 0.23 dpa were

accumulated at 70 �C in a 200a0 · 200a0 · 200a0 pure

Fe box, with periodic boundary conditions. This equals

the dose up to which results of void size distribution are

provided in [49]. The HFIR spectrum was decomposed

into 3 · 1016 Frenkel-pairs cm�3 s�1, 4 · 1014 10 keV cas-

cade-debris cm�3 s�1 and 2 · 1014 20 keV cascade-debris
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uncertainty, as reported in Refs. [49,50], compared with OKMC simu

interstitials (binding energy of 0.9 eV and capture radius of 5 Å) fo

interstitials with a binding energy of 0.9 eV and a capture radius of

simulation box, periodic boundary conditions).
cm�3 s�1, in accordance with INCAS package results

[33]. The simulation was first performed using set A,

set B and set C. For set B, when no traps are introduced,

no damage accumulation takes place. For set A and C,

the saturation versus dose is clearly not reproduced

(Fig. 8(a)). It appears thus that one needs to allow clus-

ter migration and the introduction of traps to reproduce

these experimental results. The influence of the capture

radius was tested using set B with traps for SIA and their

clusters, in a concentration of 100 ppm and with a bind-

ing energy between trap and object of 0.9 eV, and a

capture radius for traps of 5 Å. Three different
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recombination distances for the objects were chosen

(namely first nn distance, 1.9a0 [22] and 3.3a0 [65]),

thereby spanning the whole range of possibilities. Fig.

8(b) shows in this case excellent agreement between the

results of the simulation and the vacancy cluster density

measured by Eldrup et al. [49]. The choice of the radius

proves to have very limited effect on the results, which

are not distinguishable at high dose, although at low

dose the smallest radius provides the best trend curve,

fully contained in the experimental error bar. The cap-

ture radius and binding energy of the traps do not ap-
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Fig. 10. Total cluster density versus dose in pure Fe from TEM studie

using set B with traps (binding energy of 0.9 eV and capture radiu

supposed to become visible above size 70. The first simulation point
pear to have a very strong effect either, as can be seen

Fig. 8. In Fig. 9 the vacancy cluster size distribution ver-

sus dose obtained from the simulation with set B and the

smallest capture radius is shown. This figure can be di-

rectly compared with Fig. 4 in [49] and Fig. 6 in [50].

Again, the agreement between simulation and experi-

ment is excellent. The only noticeable difference between

simulation results and experimental measurements is

that the former tends to shift the size distribution to-

wards somewhat larger clusters (even using the smallest

capture radius!), thereby predicting slightly lower den-

sity. The total density of clusters (mainly of interstitial

nature) from TEM studies reported in [49,50] is com-

pared in Fig. 10 with the density of visible (N>70 [24])

SIA clusters from the simulation with set B with traps

and the smallest capture radius. On the same figure,

broadly homogeneous data from Ref. [46], obtained in

a similar range of temperature after irradiation of pure

Fe with both neutrons and protons, are also indicated,

to give an idea of the experimental uncertainty. The sim-

ulation provides broadly correct orders of magnitude for

cluster density, although in this case the trend is not as

nicely reproduced as in the case of vacancy clusters.

The prediction of the simulation resembles a step-like

function, which correctly reproduces the need of an

incubation dose to observe clusters by TEM in Fe, but

seems to fail in yielding the correct density increase with

dose.
3.2.2. Neutron irradiation of Fe–Cu alloys

RPV irradiation conditions correspond to a rather

extreme case because only about 0.1 dpa are accumu-

lated in about 30–40 years at �300 �C in the material,

under cascade damage conditions. This corresponds to

an extremely low dose rate, of the order of 10�11 dpa/
0.1 1 10
dpa

s [46,49,50] compared to SIA cluster density OKMC predictions

s of 5 Å) and a 1nn recombination distance. SIA clusters are

should be read as density lower than 10�20 m�3.
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s, or lower with growing distance from the core. In order

to test the OKMC model for low dose-rate irradiation

conditions and for the prediction of Cu precipitation,

simulations with a HFIR input flux divided by 105

(�10�11 dpa/s), up to 0.18 dpa at 300 �C, were con-

ducted in a 100a0 · 100a0 · 100a0 Fe–Cu box with peri-

odic boundary conditions, using again set B with traps

and three possible capture radii. The results are shown

in Fig. 11 in terms of percentage of precipitated Cu. In

the absence of precise experimental results for Fe–Cu

alloys irradiated in these conditions to compare with,

we used tomographic atom-probe (TAP) data obtained

from both Fe–Cu alloys and a collection of steels, irra-

diated at RPV operation temperature in test reactors,

with dose-rates ranging from 10�5 to 10�8 dpa/s [5].

The advantage of these data is that they concern steels

from dismantled reactors, for which data from real

RPV conditions are available and no significant dose-

rate effect has been observed [96]. Since the experimental

data correspond to variable copper concentrations with

a maximum around 0.2%Cu [5,96,97], two indicative

copper concentrations have been considered in the sim-

ulation: 0.1% and 0.2%. The results obtained are in quite

good agreement with the experimental data. The evolu-

tion of the fraction of Cu in precipitates saturates after

�0.03 dpa, as experimentally observed. At a dose of

0.1 dpa, the Cu clusters are rather small and the maxi-

mum size of Cu clusters is �30 atoms (less than 1 nm)

for the smallest recombination radius and �150 atoms

(�1.5 nm) for the largest one. Increasing the capture

radius increases the fraction of Cu in precipitates, as

already observed in the cascade annealing studies.

However, the simulation results obtained with the three

radii remain within the experimental error. With such a

low dose rate, according to the simulation neither va-

cancy nor interstitial clusters remain in the simulation
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box: vacancy clusters evaporate and annihilate with

SIA clusters between two incoming cascades (the

average time between two cascades is 107 s in a

100a0 · 100a0 · 100a0 simulation box at this dose-rate!).

3.2.3. Electron irradiation

Electron irradiation experiments are typically used to

study fundamental radiation effects, because of the ab-

sence of cascade damage production. The physical prob-

lem is hence simplified and for this reason experiments

of this type are often used to benchmark radiation dam-

age evolution models. However, it is a priori not guaran-

teed that models that correctly describe electron

irradiation can be extended to neutron irradiation, or

the other way round. Barbu and co-workers recently

published the results of a series of modelling-oriented

electron irradiation experiments in Fe alloys, used to

validate the rate theory model by which set A was in-

spired [43]. In a high voltage electron microscope, thin

foils (300 nm thickness) of pure Fe were irradiated under

a high energy electron flux of 1.5 10�4 dpa/s for 1200 s at

different temperatures and the final density of interstitial

dislocation loops was measured in each case. This type

of experiment is suitable to be simulated using an

OKMC model. Fig. 12 shows the total density of dislo-

cation loops (without distinguishing between 1/2h1 1 1i
and h1 0 0i type) versus temperature found in the exper-

iments [43] and the corresponding computer simulation

results (criterion of visibility: sizeP70 [24]). Although

the SIA cluster density is overestimated by the simula-

tion, the temperature trend is broadly reproduced by

set A, except for high temperature, and even better

reproduced, with saturation at low temperature, by set

B with 100 ppm traps for SIA and their clusters. Note,

however, that in order to have the best agreement possi-

ble with set B, a value of the parameter s of Table 4
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equal to 10, instead of 0.51, had to be used, otherwise no

interstitial clusters form at high temperature. This higher

value of s corresponds to a much faster decrease of the

mobility of SIA clusters with size than expected from

MD simulations and is tantamount to considering essen-

tially immobile large clusters, as proposed by other

authors [25]. Note also that the smallest capture radius

provides the closest agreement with the experiment.
4. Discussion

We have shown that our KMC model can produce

results in fairly good agreement with experimental re-

sults. Yet, this model is somewhat rough and certainly

needs further improvements. The weakest part of the

present model concerns the description of the properties

of SIA and SIA clusters. In particular, the description of

the mobility is affected by some uncertainties, testified,

among other things, by the need of tuning the s para-

meter of Table 4 to reproduce electron irradiation

results. However, the problem is that many obscure

points still remain about the basic physics of single

SIA and SIA loops in Fe. SIA and SIA loop migration

mechanisms are especially still being debated.

Indeed, according to MD simulations with empirical

interatomic potentials, two regimes of single SIA migra-

tion can be broadly identified (see e.g. [57]). At low tem-

perature (say, well below 600 K), the diffusion

mechanism is fairly complicated: the SIA spends a sig-

nificant time in a h1 1 0i dumbbell configuration, fol-

lowed by a series of fast jumps in one direction, via

the h1 1 1i crowdion mechanism. The change of h1 1 1i
migration direction takes place generally during the time

spent as h1 1 0i dumbbell. At high temperature (above
600 K) both the time spent in the h1 1 0i configuration
and the length of the h1 1 1i macrojumps decrease,

thereby approaching a full 3D migration regime. These

simulations provide an effective migration energy for

the single SIA between 0.04 and 0.08 eV, depending on

the interatomic potential used [57]. If the two tempera-

ture regimes are distinguished, a higher migration energy

(close to 0.1 eV) is found at high temperature, while at

low temperature the effective migration energy remains

extremely low (0.04 eV or even less) [21,57]. The energy

for change of h1 1 1i direction is found to be 0.1–0.3 eV

[22,58,59,73]. Yet, while the actual SIA diffusion mecha-

nisms change with temperature and changes of h1 1 1i
migration direction become more frequent with temper-

ature rise, the effective migration energy remains lower

than the rotation energy.

This picture contrasts with the experimental data on

SIA migration in Fe, which suggest a migration (and

rotation) energy of 0.3 eV (e.g. [70] and references there-

in). In addition, recent ab initio calculations show that

the rotation energy from the h1 1 0i to the h1 1 1i SIA

configuration may be higher than 0.7 eV [63] (to be com-

pared to the about 0.1 eV currently predicted by empir-

ical many-body potentials [73,74]). In these conditions,

the rotation from h1 1 0i to h1 1 1i which, according to

MD simulations with current empirical potentials, gov-

erns the migration mechanism of SIA in Fe, would be-

come highly unlikely. The migration mechanism would

then be closer to the one proposed already 40 years

ago by Johnson [98], involving both rotation (change

of h1 1 0i direction) and migration (jump to first nearest

neighbour), keeping the h1 1 0i dumbbell configuration.

The migration energy for this mechanism was computed

by Johnson to be 0.3 eV and the same value has been

computed recently using first principle calculations
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[99]. If this mechanism was the correct one, then, most

likely, also at low temperature the single SIA would mi-

grate along a fully 3D path, although no simulation

studies of this type, with potentials predicting a high en-

ergy difference between the h1 1 0i and h1 1 1i configura-
tions, currently exist. A more stable h1 1 0i dumbbell

may also partially change the description of the motion

of small SIA clusters, predicting higher effective migra-

tion energies, and shifting the size above which the col-

lection of h1 1 1i crowdions is energetically preferred to

the collection of h1 1 0i dumbbells.

These issues are presently being debated, new

empirical many-body potentials, yielding higher energy

difference between the h1 1 0i and h1 1 1i interstitial

configurations are being proposed [100] and it is ex-

pected that soon the current ideas concerning the mech-

anism of SIA migration in Fe will have to be revised. In

this framework, in the current model it was deliberately

decided to use the simplest possible SIA and SIA cluster

description, based on existing examples from Refs. [21–

25]. This corresponds to assuming full 3D motion for the

single SIA and essentially unidimensional motion for

SIA clusters, with migration energy equal to �0.04 eV

and prefactor decreasing with size. The only alternative

choice could be to use 0.3 eV as migration energy for the

single SIA. Still, considering the strong tendency of SIA

to cluster and their anyhow fast motion, this is not ex-

pected to have a major impact on the results.

Another weakness of the model is that, at present,

it does not differentiate between glissile 1/2h1 1 1i and

sessile h1 0 0i loops. It simply treats SIA clusters of

different sizes with different h1 1 1i glide directions.

In addition, the strain field associated to loops is con-

sidered isotropic and spherical. The effect of transfor-

mation to sessile h1 0 0i loops, whatever the

mechanism leading to this transformation should be

[101,102], is implicitly introduced in the form of

�generic traps�. In general, generic traps substitute for

unknown, or non-allowed-for, mechanisms of interac-

tion of SIA (clusters particularly) with each other

and with other defects (for instance elastic interactions

[37,104] and effective trapping at vacancies [103] or be-

tween repulsive impurities [86]) or with sinks (disloca-

tions), which globally are expected to decrease the

mobility of these objects. This method, while not fully

satisfactory from the strictly physical viewpoint, seems

however rather appropriate until more complete

understanding of the mechanisms of transformation

of glissile SIA clusters into sessile loops and interac-

tion with each other and with other defects become

available. For instance, the introduction of the SIA

loop strain field calculated from the elasticity theory

in a KMC model is feasible [37,104] and, most likely,

more appropriate than assuming a spherical strain

field, as done in this work. Yet, in a recent MD study

[105] it was concluded that clusters up to about 2 nm
in diameter cannot be described as dislocation loops in

the isotropic continuum approach. Thus, before going

into such refinements, a clearer and more complete

description of SIA and SIA cluster properties in Fe

is necessary. In addition, it should be born in mind

that, the more precise the description of the physics

involved, the longer the computing time and the smal-

ler the accessible time- and space-scales. The objective

should be the selection of only the key phenomena

responsible for damage evolution, in a trade-off

between reliability and computational efficiency, fol-

lowing a systematic, step-by-step validation approach.

Having said that, improvements to the model

should be introduced and are envisaged. Broadly,

these improvements should correspond to making

explicit those effects that are now implicitly hidden in

the �generic traps�.
To start with, the model already includes some fea-

tures that should make the simulation more realistic,

but were not used in this work. The capture volume of

large SIA loops can be described as an annulus of radius

ra,1 around the dislocation line, rather than as a sphere.

In addition, dislocations can be introduced as segments,

acting as linear sinks. These options will be tested in the

future, to assess up to what extent they improve the

agreement with experiments.

Other mechanisms to be introduced and tested,

aimed at better describing SIA and SIA loops, are,

for instance: the repulsion between Cu precipitates

[78] and or (mobile) interstitial impurity atoms (C, N

[86]) and SIA or SIA loops; the trapping of SIA loops

due to single vacancies before annihilation [103]; and a

better description of the interaction between SIA loop

strain fields, e.g. using the elastic theory [37,104], or

other adequate approximations. It remains to be dem-

onstrated whether these mechanisms will be enough

to completely replace the current �generic traps� and

provide better agreement with experiments. If so, the

traditionally assumed SIA loop formation mechanism,

based on the idea of trapping of SIA at C and N impu-

rities as centres of nucleation, may become questiona-

ble and the ab initio indication of weak interaction of

SIA with these impurities [86] supported. If, on the

other hand, generic traps are still necessary, it will

mean that the picture is not complete and some mech-

anisms remain unknown.

A more precise treatment of the binding energies of

vacancy clusters and Cu-vacancy complexes, based on

atomic-level studies [87,88], should be also introduced,

in order to better reproduce single vacancy, vacancy-

Cu pair or Cu atom emission from clusters. This up-

grade is indeed already underway [89]. Currently, the

model does not allow the emission of a single Cu atom

from a mixed cluster, but it is plausible that a mobile

mixed cluster may drop a Cu atom and leave it in its

trail. In addition, the trapping of vacancies at mobile
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traps, explicitly associated to C or N atoms [86], or sol-

ute atoms other than Cu, should be considered.

Finally, more refined treatments of the incoming par-

ticle damage are also envisaged. For instance, a more

precise simulation of very high energy electrons could

be to introduce point defects as a distribution of very

low energy cascades. In this case, a method similar to

the ion irradiation described in Section 2.1.2 could be

adopted. For neutrons, a possible improvement could

be to group all subcascades corresponding to the same,

larger cascade, according to the INCAS decomposition,

in the same region of the simulation box, so as to take

into account the possibly higher local recombination

rate, due to intra-subcascade interaction.
5. Conclusions

We have developed an object KMC code which al-

lows the simulation, within acceptable approximations,

of individual cascade ageing as well as neutron, ion or

electron irradiation processes in Fe and Fe–Cu alloys.

In this article we have described in detail the model

and presented a first set of studies aiming at establish-

ing an appropriate set of parameters, within com-

monly accepted assumptions and approximations.

The approach we followed is based on the adoption

of mechanisms and parameters coming mostly from

atomistic simulations, sensitivity studies of the effect

of changing parameters in simple cascade ageing simu-

lations, comparison with other models and, finally,

tuning on experimental results. The objective, is to

find a trade-off between physical reliability and com-

puting time.

This simple model, based sometimes on rough

assumptions, such as spherical interaction volumes (even

in the case of SIA and SIA clusters), succeeds, as shown,

in satisfactorily reproducing experimental results of Fe

alloy irradiation under different conditions. However,

�generic traps� for interstitials must be introduced in

order to have good agreement with the experiments.

The assumption that only single point-defects are mo-

bile, which may be an indirect way of introducing traps,

aside from contrasting with the commonly accepted fact

that point-defect clusters do move, can produce reason-

able results in the case of electron irradiation, but proves

inadequate under cascade damage conditions. The

choice of the capture radius, surprisingly, does not play

a major role.

These promising results make us believe that a step-

by-step approach, introducing new mechanisms in the

OKMC model and assessing their effect, in interplay be-

tween simulation results and modelling-oriented experi-

ments, covering different conditions, will not only lead

to the elaboration of an optimised parameter set, but
will also, eventually, help identify the nature of some,

still elusive, features produced during irradiation in

metals.
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Appendix A. Computational details

The parameters for the description of the behaviour

of the different objects treated by the LAKIMOCA

package are read by the code from different input text

files containing, for each object, as a function of size,

the capture radii, attempt frequencies, activation ener-

gies, binding energies, etc. These files can be created

by a short pre-processing code, by which it is easy to

change at will the parameterisation and create different

possible combinations, to be tested in parallel for sensi-

tivity studies.

No satisfactory scheme to parallelise an OKMC code

has yet been found. Nonetheless, the LAKIMOCA

package has been optimised to be as fast possible, de-

spite being a serial code. In particular, an important

improvement has been achieved by an adaptation of

the link cell method used in MD to build the neighbour

list, at least for objects below a certain size. In this case,

the recombination radii play the role of the interatomic

potential range in MD. Only for objects larger than a

given size there is no neighbour list treatment and the

possible interaction with all objects in the box has to

be checked. The simulation time depends not only on

type of impinging particles, dose, dose-rate and temper-

ature, but also on box-size, parameter set and detailed

features of the model. The irradiation conditions of

RPV steels in operation represent an extreme case, but

are satisfactorily handled by the code. To give an idea

of the performance, our code can simulate 30 years of

irradiation under RPV conditions (�0.1 dpa/

(3600 · 24 · 365 · 30) s � 10�11 dpa/s, �300 �C), using
set B with traps, in a 100a0 · 100a0 · 100a0 box, in a

couple of days of CPU time. The computational time,

on a Pentium 4 processor, for some of the simulations

conducted for the present work are reported in Table

6. The CPU consumption is proportional to the number



Table 6

Characteristic computing time on a Pentium IV based PC

Simulation type Characteristics: box size in bcc lattice unit cell CPU time (s)

Single cascade annealing 100 · 100 · 100 �1 s

Thin foil electron irradiation (1.5 · 10�4 e�/cm 3/s) 100 �C–1200 s 100 · 100 · 1000 �1 day

Bulk HFIR (10�6 dpa/s) 70 �C–0.1 dpa 200 · 200 · 200 �1 day

Bulk HFIR/105 (10�11 dpa/s)–300 �C–0.1 dpa–0.2%Cu 100 · 100 · 100 �2 days
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of jumps to be processed per simulated unit time, Dt;
thus the lower the temperature, the smaller the necessary

amount of computation. The single SIA jump, which is

the most frequent event, is the limiting factor. The larger

the number of vacancies (isolated or in cluster) and SIA

clusters, the faster the annihilation of the moving interst-

itials and the lower the CPU time.

The output of the package provides directly the clus-

ter size distribution, either at each decade or every fixed

amount of timesteps, for every possible complex object

(SIA clusters, vacancy clusters, vacancy-copper com-

plexes, . . .), as well as other pieces of information, such

as the total number of defects, the number of defects

leaving the box, and so on. The statistical treatment of

the output is done using post-processing programs.
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